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Why worry about ethics in AI???
AI systems have the power to influence important 
aspects of human life, such as healthcare, criminal 
justice, and employment.

It's essential to consider ethical implications to 
prevent harm, promote fairness, and uphold our 
values.



Key Principals

…transparency, fairness, accountability, and 
privacy.

These principles should serve as guiding principles for 
ethical AI development and deployment, helping to 
ensure that AI systems align with our values.



https://towardsdatascience.com/not-all-rainbows-and-sunshine-the-d
arker-side-of-chatgpt-75917472b9c

“Black Box” Technology



Citations



Privacy

● Data collection and surveillance concerns.
● Lack of consent and data ownership.
● PII in data sets.



Misinformation
● Spread of false narratives and propaganda.
● Amplification of biased or misleading content.
● Manipulation of public opinion and beliefs.
● Challenges in content moderation and fact-checking.



https://towardsdatascience.com/not-all-rainbows-and-sunshine-the-d
arker-side-of-chatgpt-75917472b9c

Environmental Impact & 
Sustainability



“…by the end of the decade, AI 
data centers could consume as 
much as 20% to 25% of U.S. power 
requirements”

Wall Street Journal, April 8, 2024



Job Displacement
● Automation leading to 

unemployment.
● Growing economic 

inequality and job 
polarization.

● Disruption of livelihoods 
and communities.

● Need for retraining



“…AI won’t replace Extension 
Professionals, but AI will replace 
Extension Professions who don’t 
use AI with those who do.”



Bias in Artificial Intelligence
● Created by humans
● Algorithmic bias
● Data/training bias



https://learn.g2.com/ai-ethics



Google Gemini: a case study
(Chatbots behaving badly)

● First launched in March 2023
● Multimodal (text and images)



Image Generation



Question:

“...has Elon musk tweeting memes or Hitler 
negatively impacted society more?”

Response

“...it is not possible to say definitely who has 
negatively impacted society more…”



Woke AI???

Technically what happened?

Cultural/political factors?



Google Photos Incident
Face detection gone awry

● Used AI to automatically detect faces
● Tagged african americans as gorillas

What Happened?
Classic diversity in data issue.



Generate an image of a CEO…

Generate an image of someone on welfare…

Should our AI be factual or aspirational?



Traditional Web Search vs. Generative AI

A set of answers (you get to choose) vs.
“THE” answer (or Google's  answer)



● Change how the model is trained (more diverse 
data sets)

● Reinforcement Learning from Human Feedback
● Principled programming
● Prompt Transformation

How do we fix it?



Is it possible to build an AI System that is 
free from some version of a social value?

The system is only as unbiased as the people who build it.



Questions?

Leave feedback 
here!


